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1 IntroductionShift{register pseudorandom number (PN) generators [1{4] have been widely used inmany areas of computational and simulational physics. In addition to being simple toimplement in a machine{independent manner, these generators are also quite fast, oftenrequiring only a single operation to produce a PN. Moreover, shift{register generators alsopossess rather long periods which make them particularly well{suited for applicationswhich require many PNs. Unfortunately, several recent studies have pointed out awsin the statistical properties of these generators, which can result in systematic errors inMonte Carlo simulations. Typical examples included the Wol� algorithm [5{7], clusterproperties [8], random and self{avoiding walks [9{11] as well as the 3D Blume{Capelmodel using local Metropolis updating [12]. It is important to note, however, that despitethe known de�ciencies in these generators, which can potentially yield erroneous resultsin Monte Carlo calculations, they remain quite popular and are still in widespread use.Standard statistical tests of randomness [13], and even more so application tests, can oftenreveal a substantial amount of information on the hidden correlations in PN generators.Nevertheless, an improved understanding would be obtained if one could directly relatethe aws in the applications to speci�c statistical correlations. Previous authors havepointed out that the problems with shift{register PN generators are connected with tripletcorrelations [9{11, 14], which are, even more speci�cally, directly related to the \timelag" involved in the generator [12, 15]. Actually, they are a natural consequence ofthe algorithm, and have, on the bit level, been discussed in quite some detail in thecomprehensive analysis of Compagner et al. [14{16]. In this paper we focus on thecorrelation observed by Schmid and Wilding [12], and discuss the e�ect for normalizedreal PNs rather than for bits only. Starting from the observation that also the reversecorrelation can be induced by slightly modi�ed shift{register PN generators, we thendiscuss ways of removing the triplet correlations. The simplest and fastest (approximatelyhalf as fast as the uncorrected generator) of these methods turns out to be one which hasbeen proposed [15, 16] and used [17, 18] previously. Theoretical analysis of this schemereveals some residual higher{order correlations [16], which we however were unable toresolve in our application tests. The detailed mechanism of how the triplet correlations�nally introduce the deviations in the applications could not be addressed in the presentstudy, and remains unclear.One should note that the research e�ort of recent years has produced PN generators withvery good statistical properties. In particular, we would like to mention the RANLUXgenerator by L�uscher and James [19, 20]. It is based on a map for which there are strongtheoretical arguments that its correlations are short{ranged and hence can be removedby discarding large chunks of PNs. Without discarding, the generator is just the well{2



known Marsaglia{Zaman generator [21], which has actually performed worse than R250(the most popular version of shift{register PN generators [4]) in statistical tests [13]. Verygood statistical properties are obtained if only roughly 10 % of the PNs are actually used[19, 20]; however, the generator is then rather slow, needing 700 nanoseconds per PN on aCray{YMP [19]. Conversely, R250 needs only 22 nanoseconds, and the modi�ed versionR250/521, which we discuss below, 41 nanoseconds. Thus, our view on the question whichgenerator one should use can be summarized as follows: In case it is a�ordable, a generatorwith well{established quality like RANLUX is probably the method of choice. However,for some applications like simple lattice models, where the PN generation is actually themost time{consuming part of the overall program and the interesting regime can only beaccessed by high{statistics studies, a faster generator is needed. For these applications, webelieve that the generator to be described below is an excellent compromise between speedand statistical quality. In case one needs even better statistical properties, it is possibleto systematically improve the generator, as explained below. Hence, for both methodsit is possible to trade in speed for quality. However, for these specialized applicationsthis trade{o� is much more economical for the improved shift{register generator: If theapplication requires a production rate of 10 PNs per microsecond YMP{time or above,then clearly the improved shift{register generator (which is at least as good as R250, for allproperties) is superior to RANLUX (which then is just the Marsaglia{Zaman generator),as seen from the results of Ref. [13].Another rather interesting PN generator has recently been proposed and used by Zi�[22]. This generator is also quite fast, needing the same number of operations as the oneto be discussed below, while rather good statistical properties have been found [9, 22].However, theoretical analysis shows that this generator has somewhat larger correlations,as explained in Sec. 3.The remainder of this paper is organized as follows: Sec. 2 contains the analytical consid-erations which explain the observations by Schmid and Wilding [12], while Sec. 3 describesthe reasoning which leads to the improved generator. Numerical tests are described inSec. 4, while Sec. 5 summarizes our conclusions.2 Explanation of Triplet CorrelationsShift{register PN generators can be viewed as a special case of the general lagged{Fibonacci generators [23] Yn = Yn�p3Yn�q; (1)3



where the binary operator 3 acting on the integers Yn�p and Yn�q can be either one of thearithmetic operators �, + and �, or the bitwise exclusive{or (XOR, see Table 1) denotedby the symbol �. In the case of the arithmetic operators, the operations can lead tointermediate results which fall outside the range of integers for a particular machine andwhich must, therefore, be manually folded back with a time{consuming modulo operationinto the proper range to ensure a machine{independent implementation. The exclusive{oroperation, on the other hand, keeps all numbers within the proper range and thereforerequires no additional operations. The most common example is the widely employed\R250" generator [4] where p = 250, q = 103 (special choices of p and q are necessary toensure maximumperiod length [4]; instead of (250,103) one could also use, e. g., (521,168)[24]). It should be noted that q = 147 = 250�103 is equally valid, due to a \time{reversalsymmetry" of the generator, and that the routine can be vectorized by splitting up therecursion loop into blocks of length min(q; p� q).In very recent work Schmid and Wilding [12] analyzed the three point averagehXnXn�kXn�pi (Xn denoting the normalized real random number Xn = Yn=(2N � 1)formed from the positive N{bit integer Yn) for di�erent values of k. Only for k 6= q didthey obtain the expected value (1=2)3 = 0:125, whereas for k = q they found a value ofapproximately 0.107.In order to understand this, let us consider two N{bit integer numbersA = N�1Xn=0 an2n; B = N�1Xn=0 bn2n (2)with an; bn 2 f0; 1g. These numbers are the input for the XOR operation, and for sim-plicity, we assume that they are bitwise statistically independent. This assumption allowsus to straightforwardly calculate the three point averageW = hXnXn�qXn�pi = hABCi=(2N � 1)3; (3)where C = N�1Xn=0 cn2n = N�1Xn=0(an � bn)2n: (4)This is well{justi�ed since no strong pair correlations have been found in R250, and thegenerator leaves the mth and nth bit independent for m 6= n.Calculating hABCi by using their explicit binary representation one obtains four di�erenttypes of terms: d1 � hanbn(an � bn)i; (5)d2 � hanbm(an � bn)i (m 6= n); (6)d3 � hanbn(am � bm)i (m 6= n); (7)4



and d4 � hanbm(ak � bk)i (k 6= m 6= n); (8)for which we �nd the values d1 = 0, d2 = hbmihancni = (1=2)(1=4) = 1=8, d3 =hanihbnihcmi = (1=2)3 = 1=8, d4 = hanihbmihcki = (1=2)3 = 1=8. Hence hanbmcki canbe always viewed as if an, bm, ck were independent except for the case k = m = n.Neglecting the anomalies induced by the occurrence of these \diagonal" (k = m = n)terms, hence setting hanbncni = 1=8, one would obtain W = 1=8. In reality, however,hanbncni vanishes, and for calculating the true value of W one has to subtract the \diag-onal" terms: W = (1=8) � (1=8) N�1Xn=0 (2n)3(2N � 1)3 ; (9)since the error in the nth bit occurs with a weight of (2n)3. SinceN�1Xn=0 8n = 8N � 18� 1 = (1=7)(8N � 1); (10)we �nd W = 18 "1� 17 (8N � 1)(2N � 1)3# ; (11)which, for large N , is W = 3=28 � 0:107. Conversely, for N = 1 we �nd W = 0 sincethen only diagonal terms occur. Hence the numerically observed triplet correlation canbe directly traced back to the relation hanbncni = 0 ( 6= 1=8).Furthermore, one can do the same calculation for a variant of R250, where the XORoperation is replaced by the not{exclusive{or (NXOR, ��, see Table 2). It should be notedthat such a generator is as valid as the conventional R250, since the NXOR sequence canbe viewed as the exact bitwise mirror image of an R250 sequence. This is obvious from thebitwise relation a��b = NOT(�a� �b) (where �a = NOT(a) is a's complement or negative).This means that one can generate the NXOR sequence by either starting from values Ynand using NXOR, or by starting from �Yn, then using the standard R250, and afterwardsnegating the whole sequence. For the NXOR generator one �nds hanbncni = 1=4, whiled2 = d3 = d4 = 1=8. An analogous calculation to above then yields W = 1=7 � 0:143,i. e. one obtains the same absolute value of the systematic deviation jW � 0:125j, but inthe opposite direction. This suggests that a suitable combination of both methods shouldbe free of triplet correlations. 5



3 Improved GeneratorsA trivial way to decrease the error hXnXn�kXn�li � 0:125 for k = q and l = p is torandomly choose between two standard R250s, or to randomly mix the output of oneR250. While these procedures would only \smear out" the error, we here pursue the ideaof combining XOR and NXOR generators, or to combine the XOR operation with bitwisenegations.The most straightforward way to implement this would be to run two generators (oneXOR sequence and one NXOR), and then to alternate between the two sequences, suchthat Y2n = Y2n�2p � Y2n�2q; Y2n+1 = Y2n+1�2p ��Y2n+1�2q: (12)This algorithm would be quite fast, since only for every second PN is an additional XORoperation for the calculation of the complement required. Moreover, the originally wrongtriplet correlation (which here is of course hXnXn�2pXn�2qi) is corrected, since the errorsfrom the two sequences exactly cancel out. Nevertheless, we have not pursued this ideafurther, as the correction comes at the price of another correlation: One immediatelysees that the procedure above leads to a wrong high{frequency Fourier component, since(2M)�1P2M�1n=0 (�1)nhXnXn�2pXn�2qi = �1=56, which di�ers from the ideal value zero.Moreover, the six{point correlation function hXnXn�2pXn�2qXn+1Xn+1�2pXn+1�2qi is ofcourse also wrong, with a relative deviation from the ideal value (1=2)6 of 1=49.A generalization would then be to \randomly" alternate between the two generators, i. e.to have a third independent generator decide if the next PN should be taken from theXOR sequence or from the NXOR sequence. One could conveniently use for this thirdgenerator an R250 which only runs on the least signi�cant bit, i. e. yields only zeroes orones. However, although rather good statistical properties are expected, such a generatoris rather slow, since (apart from the generation of an additional unused PN, which howeverseems to be inevitable) the involved random addressing or random branching is ratherine�cient on both scalar and vector architectures. Indeed, a timing test on a Cray{YMP with fully vectorized codes, in which we generated 109 normalized PNs with 104calls, showed that the simple R250 procedure needed only 22 nsec. per PN, while theprocedure with mixing needed 80 nsec..Given the rather slow speed of this generator, we sought a faster algorithm that wouldnevertheless be able to get rid of the erroneous triplet correlations. Instead of mixing twoindependent series one might instead think of a modi�ed procedure, where integers arerandomly negated, or bits randomly ipped. Let us discuss this idea in some detail onthe bit level. 6



Let ffng be a (yet unspeci�ed, but supposedly random) sequence of \ip bits". Theoriginal R250 sequence is then given byyn = yn�p � yn�q; (13)where yn stands for a single bit. We assume that fyng and ffng are statistically indepen-dent. From these two, one can generate a new sequence fzng either byzn = yn � fn; (14)i. e. simple random ipping, or byzn = zn�p � zn�q � fn (15)i. e. random ipping with feedback (where the \ipped" number is fed back into therandom number table).Rule 1 (Eqn. 14) simply is an XOR of an R250 sequence with another random sequence,and hence the random properties are not deteriorated in comparison with R250. Con-versely, rule 2 (Eqn. 15) establishes a generator which is best viewed as a recursion forpairs of bits (zn; fn), the details of which depend on the rule for ffng. For the simplestcase, where ffng is also an R250 sequence, fn = fn�p � fn�q, one would obtain(zn; fn) = (zn�p � zn�q � fn�p � fn�q; fn�p � fn�q): (16)The same rule is obtained if one replaces zn by �n = zn � fn. While this generatormight be an interesting alternative, we do not discuss it further, since to our knowledgethe mathematical analysis of period etc. has not been done yet, and the simpler rule 1provides a possibility to remove the triplet correlations. However, in the case of rule 1one has to make sure that ffng is not an R250 sequence: Eqn. 14 shows immediately thatXOR{ing two R250 sequences with each other will generate just another R250 sequencesuch that nothing has been gained. On the other hand, there is no compelling reason touse an R250 sequence for ffng. Instead, one could use a sequence based on another pairof \magic numbers", say (r; s) = (521; 168). Therefore, we �nally arrive at the followingsimple recipe: Run two sequences based on two di�erent pairs of \magic numbers" (wewill call these, in accordance with our choice, R250 and R521), and get the �nal outputY by XOR{ing those sequences together (we will call this generator R250/521):Un = Un�p � Un�q (17)Vn = Vn�r � Vn�s (18)Yn = Un � Vn: (19)This procedure should make the bits e�ectively independent, such that W = 1=8. Apartfrom using di�erent values for p; q; r; s, this generator has actually been proposed [15, 16]7



and used [17, 18] previously. Very good results were obtained for the Wol� algorithmapplied to the two{dimensional Ising model [17], and it was pointed out that now insteadof three{point correlations nine{point correlations (and of course higher correlations) dooccur [18]. This is seen from the fact that Eqns. 17{19 are equivalent to the eight{pointproduction rule [16]Yn = Yn�p � Yn�q � Yn�r � Yn�s � Yn�p�r � Yn�p�s � Yn�q�r � Yn�q�s; (20)which is easily veri�ed using the properties of the XOR operation (of course, this repre-sentation is less suitable for the implementation). Generalizing the calculation of Sec. 2,we �nd that for a generator based on XOR{ing m � 1 previous values (i. e. m = 3 forR250, m = 9 for R250/521) the following general formula holds for the correlation of theoutput value with the input values:B = A1 � : : :�Am�1 ) (21)hBA1 : : :Am�1i(2N � 1)m = 12m  1 + (�1)m2m � 1! (22)(here the small e�ects of �nite word length have been neglected). For R250/521, thisyields a very small relative correction 1=511 in the nine{point correlation. For someapplications, this might turn out to not be su�cient; in this case one can improve furtherby introducing a third generator (with a third set of \magic numbers"), and combine itsoutput via XOR with that of R250/521. The lowest{order deviation for such a generatorwould occur in a 27{point correlation function, etc. [16].For R250/521, we found that normalized real PNs were produced at a rate of 41 nsec.per PN on a Cray{YMP, i. e. roughly two times slower than the original R250. Onworkstations, we found similar moderate slowdowns: An IBM RISC/6000 model 390needed 57 nsec. per R250 PN and 130 nsec. per R250/521 PN, while for an SGI R10000processor with 194 MHz clock speed these numbers are 22 nsec. and 96 nsec., respectively.A generator similar to R250/521 was suggested and tested by Grassberger [9], with quitesatisfactory results (which is no longer too surprising, in view of the results given above).His second generator was based on a congruential rule, and hence rather slow. Thegenerator by Zi� [22], Yn = Yn�157 � Yn�314 � Yn�471 � Yn�9689; (23)which also seems to have quite good statistical properties, needs the same number ofinput values and operations, and should hence have comparable speed. However, Eqn.22 shows that its statistical properties are slightly worse, since it exhibits a systematicdeviation in the �ve{point correlation function hXnXn�157Xn�314Xn�471Xn�9689i, whoserelative size is 1=31. 8



4 Empirical and Physical Tests of R250/521As a test of our implementation of the simple R250 generator, which is based upon31{bit integers (regardless of the machine), we �rst reproduced the triplet correlationresults of Schmid and Wilding [12]. We generated 1000 � 100250 PNs, and calculatedhXnXn�kXn�250i for each of the 1000 sub{blocks separately. Within a block we used allavailable data, while the block{block uctuations allowed us to calculate the statisticalerror (assuming statistical independence of the blocks). As seen from Figs. 1a and b,the correlation function is, for all lags k, consistent with the ideal value 0:125, except fork = q = 103, where the value 3=28 is reproduced. Conversely, the corresponding data forR250/521 in Fig. 1c do not show this deviation at k = q, as expected. At �rst glance, it isinteresting to note that the data in Fig. 1c seem to be in much better agreement with theideal value than those in Fig. 1b, which are somewhat below 0.125. However, this behaviordoes not hint to additional aws in R250. By using di�erent start values, we were able toproduce data which were both above as well as below 0:125, within error bars. Note thatdeviations (within error bars) in the direction of smaller values are expected to be slightlymore probable than those in the direction of larger values: The probability density of arandom variable x, which is the product of m statistically independent random numbersuniformly distributed between zero and one, is P (x) = [(m� 1)!]�1(� lnx)m�1, which isstrongly asymmetric. Moreover, one can �nd analytically the size of the error bar whichshould be produced if the PNs were strictly statistically independent. A straightforwardbut somewhat tedious calculation yields an error bar of � = 2:3� 10�5, which is (for twosigni�cant digits) nicely reproduced by the data for R250/521. Conversely, the numericallycalculated and plotted error bar for R250 is roughly 2:0�10�5, i. e. slightly too small. Weview this as an indication of spurious additional (or secondary) long{range correlationsin R250, which cause a systematic underestimation of the error. Finally, the data forall k values are strongly correlated, because they are all based on the same set of rawdata. Indeed, an analytical calculation of the root mean square uctuation between twodi�erent k values reveals that its size should be roughly 40% of the size of the error bar.The long{range correlations in R250, which are already revealed by the underestimation ofthe error bar mentioned above, are more clearly borne out by the blocking test introducedby Vattulainen et al. [10]. We would like to describe this test here in a \magnetic"language (for a formulation closer to the concepts of statistics, see Ref. [10]). First,one subdivides the sequence fXig of N PNs into blocks of length n, and forms, for eachblock, the arithmetic mean n�1Pni=1Xi. If this variable exceeds 1=2, the spin variableS, which is associated with the block, is 1; otherwise it is -1. This procedure maps thesequence of PNs onto a one{dimensional Ising chain of L = N=n spins. One then estimatesthe magnetization, m = L�1PLi=1 Si, and checks if the value is consistent with its ideal9



value zero within statistical accuracy, assuming independent spins. In particular, thesusceptibility{like variable � = Lm2 should be of order unity, since for independent spinsh�i = 1. In more detail, the probability density of � is P (�) = (2��)�1=2 exp (��=2),since m, for large L, should be Gaussian.In our test, we used L = 106 and varied n between 100 and 800. The � values which weobtained are plotted in Fig. 2, as a function of block length n. Consistent with the resultsobtained in Ref. [10], we observe a dramatic increase in � for R250, as soon as the blocksize exceeds n � 250. This is indicative of \ferromagnetic ordering", i. e. subsequentblocks are statistically more like each other than they should. Conversely, for R250/521,the values are much more moderate. Indeed, the distribution of the 71 � values is roughlyconsistent with P (�), as demonstrated in Table 3. We also checked the behavior for largern up to 1600 (data not shown) and observed no qualitative di�erence.Furthermore, we performed theWol� algorithm test originally used by Ferrenberg, Landauand Wong [5]. The two{dimensional Ising model was simulated using the Wol� cluster{ipping algorithm at the critical point, using a square lattice of size 16 � 16. The simpleR250 generator showed rather severe systematic errors in both the average energy andthe speci�c heat [5]. As the comparison of these numbers with the corresponding datafor R250/521 (Table 4) shows, the latter generator performs much better than R250,the deviations from the exact values [25] being consistent with the statistical error bars.Quite similar behavior was observed by Talapov et al. [17], who ran the same test forR4423/9689 (i. e. p = 4423, q = 1393, r = 9689, s = 471) and lattices up to 256 � 256.This remarkable improvement indicates that the triplet correlations were very probablyresponsible for the systematic error. However, the reason why the Wol� algorithm is sosensitive to triplet correlations remains a mystery.5 ConclusionsIt has been shown how the numerically observed value for the triplet correlation in shift{register PN generators can be calculated on the basis of the production rule. Interestingly,the reverse correlation is obtained if the logical exclusive{or operation is replaced by anot{exclusive{or operation. These considerations motivate the introduction of a secondgenerator which is used to remove the triplet correlations. The simple and fast method ofcombining two independent shift{register generators with di�erent time lags via an XORhas shown very satisfactory results in the triplet correlation test, the blocking test, andthe Wol� algorithm. These are all tests where R250 failed spectacularly. Since it is alsoobvious that R250/521 cannot be worse than R250, we did not consider it necessary to run10



tests which R250 had passed. We hence believe that this type of generator can prove veryuseful in many applications, in particular in those where a lot of PNs are needed at a veryhigh production rate, with only small additional cost of the overall program. Of course,one should keep in mind that this speed comes at the price of a weak residual nine{pointcorrelation. It is therefore advisable to not use this generator blindly, but rather compareapplication results with results produced by either R250 or an even further improvedversion where three or more shift{register generators are combined, as discussed in Ref.[16]. Such a test on the \convergence" of statistical quality might still be cheaper thanusing a slow generator.6 AcknowledgementsWe wish to thank F. Schmid and N. B. Wilding for stimulating discussions. AMF wouldlike to acknowledge the hospitality of the Physics Department of the University of Mainzduring a recent visit, as well as the support of NATO Grant No. CRG 921202.
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TablesTab. 1: The exclusive{or operation: c = a� ba b c0 0 00 1 11 0 11 1 0Tab. 2: The not{exclusive{or operation: c = a��b = 1� a� ba b c0 0 10 1 01 0 01 1 1
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Tab. 3: Blocking test results for R250/521: Comparison of observed � distribution withthe theoretical one.� interval theor. probab. obs. freq.0 < � < 0:2 0.35 0.380:2 < � < 1 0.34 0.251 < � < 3 0.23 0.273 < � <1 0.08 0.10Tab. 4: Wol� algorithm results for the energy per site hEi and the speci�c heat C ofthe two{dimensional Ising model on the 16 � 16 square lattice at the critical point.Generator R250 (Ref. [5]) R250/521 exact (Ref. [25])- hEi 1.455017 1.4530621 1.4530649error 0.000046 0.0000243 |deviation 42 � 0.1 � |C 1.448627 1.498378 1.498711error 0.000467 0.000217 |deviation 107 � 1.5 � |

16


